The role of climate-driven chemical weathering on soil production
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A B S T R A C T

Climate plays an important role in controlling rates of weathering and weathered regolith production. Regolith production functions, however, seldom take climate parameters into account. Based on a climate-dependent weathered regolith production model, at low denudation rates, relative regolith thicknesses are less sensitive to changes in precipitation rates, while at high denudation rates, small changes in climatic parameters can result in complete stripping of hillslopes. This pattern is compounded by the long residence times and system response times associated with low denudation rates, and vice versa. As others have shown, the transition between regolith-mantled and bedrock slopes is dependent on the ratio of denudation to production. Here, we further suggest that this is itself a function of precipitation rate and temperature. We suggest that climatic parameters can be easily incorporated into existing soil production models and that such additions improve the predictive power of soil production models.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Modelling soil formation for timescales spanning thousands of years

Hillslopes comprise the entire range of landscapes, from thick soil mantles to bare rock. Soil thickness on these slopes is a function of upbuilding and downwasting processes including incorporation of organic material, aeolian deposition and compaction among others (Johnson et al., 2005a,b). The mechanisms and rates of regolith production on hillslopes and the formation of soils have been addressed in numerical studies, mainly through the use of depth-decay functions where weathering rates decay exponentially with increasing soil thickness (e.g., Tucker and Slingerland, 1994; Heimsath et al., 1997; Tucker and Slingerland, 1997), or by hump-shaped functions (Humphreys and Wilkinson, 2007; Heimsath et al., 2009; Pelletier and Rasmussen, 2009; Gabet and Mudd, 2010) where weathering rates are at their maximum for a limited soil thickness, which is commonly 20–40 cm. Despite the wealth of soil production data, there has been little headway made towards integrating climate into soil production models. Pelletier and Rasmussen (2009) presented a climate-dependent weathering model based on effective energy and mass transfer (EEMT; Rasmussen and Tabor, 2007):

\[
EEMT = 347.134e^{-\frac{a}{2}}\left(\frac{\text{MAT}}{1704}\right)^{1/2} \times \left(\frac{\text{MAP}}{1704}\right)^{2/3}
\]

(1)

\[
P_0 = ae^{\text{EEMT}}
\]

(2)

where MAT is the mean annual temperature in °C, MAP is the mean annual precipitation in mm yr−1, a (m ky−1) and b (m2 kJ−1 yr−1) are empirically derived constants, and \(P_0\) is the bedrock lowering rate (m ky−1). This model does a good job of predicting weathered regolith production rates in the tested settings (data from Riebe et al., 2004). The EEMT model is effective, but does not directly address primary mineral weathering. While soil production and weathering are not interchangeable, the weathering of primary minerals is a vital step in the production of most soils, especially for regions where inputs through colluvial, alluvial, or aeolian sources are lacking (Minasny et al., 2008). Mineral-specific weathering and regolith production models have been developed in the past few years (Ferrier and Kirchner, 2008; Lebedeva et al., 2010). These models have been instrumental in identifying the boundaries between supply limited and kinetically-limited weathering, but they do not explicitly include climate variables such as precipitation. Two recent papers (Dixon and von Blanckenburg, 2012; Heimsath et al., 2012) have come to slightly different conclusions with respect to the limits on soil production. Dixon and von Blanckenburg (2012) suggest a global maximum soil production rate (dependent on lithology) while Heimsath et al. (2012) build on the concept that the maximum...
production rate is also dependent on erosion rates such that faster erosion rates yield faster regolith production rates. Important in these studies is the consideration that soil formation and weathering are ultimately linked for geomorphic time scales spanning thousands to hundred thousands of years, which we build on here.

In this paper, we use a climate-dependent model of regolith production that can be easily introduced into landscape evolution models. Our model is based on existing geomorphic transport laws (Dietrich et al., 2003) and weathering equations (White and Blum, 1995) operating on hillslopes, and includes precipitation, temperature, and erosion rate as independent variables. Dixon and von Blanckenburg (2012) defined regolith production as the chemical alteration of bedrock to form saprolite, and soil production as the disturbance of saprolite to create soil. We address the simplest case where soil is formed directly from bedrock weathering. Likewise, we consider a simple scenario in which soil thickness reaches a steady state related to weathering and erosion. While this assumption may not hold for all natural settings, some locations display relatively simple soil production functions which are dependent on soil thickness and potentially erosion rate (Heimsath et al., 1997). In this case, regolith production and soil production are equivalent. As such, soil production in this model is accomplished through the chemical alteration of primary silicate minerals. We note that processes such as bedrock cracking through physical processes, formation of weathering pathways, lithological heterogeneities and orientation of geological fabric are boundary conditions with important consequences for weathering rates. However, we explicitly focus on this simple end member scenario to explore the extent to which climate-controlled chemical alteration contributes to the formation of soils and weathering covers, how these mechanisms compete with surface erosion, and how hillslopes respond if thresholds in weathering and erosion ratios are reached.

1.2. Rates of soil formation

Soil mantled slopes are formed in those landscapes where hillslope transport rates are slower than the weathering rates of bedrock. The resulting hillslopes display smooth curvatures, and the unconsolidated material is often transferred in the downslope direction by diffusive style processes, such as soil creep (e.g., Roering et al., 1999). In contrast, in landscapes where hillslope transport rates or fluvial incision rates exceed the upper limit of bedrock weathering rates, bedrock becomes exposed on hillslopes. These landscapes transport material to streams by episodic mass failure such as rock avalanches and landsliding. These mechanisms have been associated with large variations in denudation rates. Diffusive soil creep typically occurs at rates below 0.2 mm yr\(^{-1}\) (Binnie et al., 2007; DiBiase et al., 2010; Norton et al., 2010), while stochastic mass wasting is associated with order of magnitude faster denudation rates (Binnie et al., 2007; DiBiase et al., 2010; Norton et al., 2010; Savi et al., in press). Erosion rates on soil-covered hillslopes have been measured using in situ produced cosmogenic \(^{10}\)Be, \(^{40}\)Al, and \(^{39}\)Ne concentrations in bedrock sampled under soils of different depths. The rates range from \(-0.06–0.38\) mm yr\(^{-1}\) for the central European Alps (Norton et al., 2008, 2010), \(-0.08–0.37\) mm yr\(^{-1}\) in the western United States (Heimsath et al., 1997, 2001a, 2005), 0.05–0.14 in western Australia (Heimsath et al., 2000, 2001b), ca. 0.2 and 0.05 mm yr\(^{-1}\) for soil-mantled hillslopes in northern Peru and northern Chile, respectively (Kober et al., 2006; Abbigli et al., 2010), and to 0.03 mm yr\(^{-1}\) in the Appalachian Mountains (Matmon et al., 2002). Cosmogenic nuclide-derived denudation rates in these settings average over \(-10^3–10^5\) yr timescales, which is long enough to integrate diffusive processes on soil mantled hillslopes. Episodic erosion rates are typically an order of magnitude faster, measuring 1–3 mm yr\(^{-1}\) in the western United States (Binnie et al., 2007), >3 mm yr\(^{-1}\) in the Swiss Alps (Norton et al., 2010), and 2–4 mm yr\(^{-1}\) in the Italian Alps (Savi et al., in press). These rates average over \(-10^3\) years, similar to the reoccurrence intervals for stochastic mass failure. Accordingly, the presence or absence of a soil cover on hillslopes is a key indicator of long-term erosion rates, and for the interpretation of possible erosional mechanisms in a landscape.

2. Modelling approach

2.1. Regolith production on hillslopes

We are primarily interested here in modelling the production of regolith on hillslopes under variable climate parameters. We explicitly determine regolith production rates and thicknesses assuming the system approaches a steady state. In particular, in the absence of profile collapse or inflation, mass balance on the hillslope requires that:

\[
\frac{dh}{dt} = SPR - D \tag{3}
\]

where \(H\) is the soil depth (L), \(SPR\) is the soil production rate (L T\(^{-1}\)), and \(D\) is the total denudation rate (L T\(^{-1}\)) — see Tucker and Hancock (2010) for a complete review of continuity of mass equations.

The denudation rate term is more fully expressed as the sum of the physical erosion rate and chemical weathering rate. However, the combined denudation term has the advantage of being directly quantifiable at the hillslope to catchment scale. In particular, cosmogenic nuclide-derived denudation rates are available for catchments around the world (see von Blanckenburg (2006) for review), and therefore make a convenient model input. The implications of this assumption are discussed below.

The remaining term on the right side of Eq. (3) is regolith production. Measurements of weathered regolith production rates are less common. Where they have been measured or estimated, rates tend to be between \(-10^{-4}\) and \(-10^{-5}\) m yr\(^{-1}\) (Heimsath et al., 1997, 2000, 2001a,b; Bierman and Nichols, 2004; Heimsath et al., 2005; Norton et al., 2008, 2010) depending on lithology and climate. This production rate is also dependent on the thickness of regolith, and is commonly modelled using an exponential depth dependent function (e.g., Ahnert, 1967):

\[
SPR = SPR_{\text{max}} e^{-\alpha(h)} \tag{4}
\]

where \(SPR_{\text{max}}\) is the maximum soil production rate under zero regolith cover (L T\(^{-1}\)), and \(\alpha\) is a rate constant (L \(^{-1}\)) (Table 1). The parameters \(SPR_{\text{max}}\) and \(\alpha\) have been determined by Heimsath et al. (1997, 2000, 2001a,b, 2005) to range between \(-5 \times 10^{-5}\) and \(3.7 \times 10^{-4}\) m yr\(^{-1}\) and 1.7 and 4 m \(^{-1}\), respectively, for a range of granitic and quartz-bearing sedimentary rocks. The value of \(\alpha\) for granitic rocks is typically \(-2\) m \(^{-1}\) (Heimsath et al., 2000, 2005).

While the exponential production function has been shown to perform well in some landscapes (e.g., Heimsath et al., 1997, 2000, 2001a,b, 2005), a “humped” regolith production function has also been observed in nature (Heimsath et al., 2009). The hump-shaped function exhibits a maximum production rate under a thin soil cover (Carson and Kirkby, 1972; Alhnt, 1976; Anderson, 2002).

Here, we use the approach of Anderson (2002) and Pelletier and

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Model inputs.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_0)</td>
<td>0.42</td>
<td>Best fit to Riebe et al. (2004)</td>
</tr>
<tr>
<td>(E_a)</td>
<td>77 kJ mol(^{-1})</td>
<td>White and Blum (1995)</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>3 m (^{-1})</td>
<td>Best fit to Riebe et al. (2004)</td>
</tr>
<tr>
<td>(T_0)</td>
<td>278.15 K</td>
<td>White and Blum (1995)</td>
</tr>
</tbody>
</table>
where \( h_o \) is the characteristic regolith depth at which soil production is maximised, ranging from ~0.2 and 0.4 m (Anderson, 2002; Gabet and Mudd, 2010), and is related to the rate constant \( \alpha \) of the exponential model in Eq. (4), i.e., \( \alpha = 1 / h_o \).

Here, we assume that the maximum production rate can be scaled by climate parameters, analogous to the scaling of chemical fluxes (White and Blum, 1995). While this admittedly focuses on solely the chemical component of weathering, Gabet and Mudd (2010) showed that a hump-shaped production function can arise from a purely physically-based disturbance model. We therefore indirectly include physical processes of erosion by modelling regolith production with a hump-shaped model. We justify our approach on the basis that, in the case of steady state, the rate of regolith formation is equal to the rate of denudation at the surface, or equally, the sum of physical erosion and chemical weathering. This implies a direct link between the rate of chemical weathering and the rate of regolith formation. Accordingly, the process of regolith formation, in its simplest form, involves the dissolution of primary minerals and precipitation of secondary minerals. We note that this precludes processes such as clay mineral transformation and infilling, which can contribute substantially to some soils (Jenny, 1941). To this end, we use a modified Arrhenius formula suggested by White and Blum (1995) and used by Dixon et al. (2009) for the dependence of chemical weathering on temperature and precipitation:

\[
\text{SPR}_{\text{max}} = a_0 P e^{\frac{\alpha}{h_o} \left( \frac{1}{T} - \frac{1}{T_0} \right)}
\]

where \( a_0 \) scales the precipitation rate \( P \) (L T\(^{-1}\)) to the regolith production function (similar to the \( A_i \) of White and Blum, 1995) accounting for a regolith bulk density \( \rho = 1600 \text{ kg m}^{-3} \), \( E_a \) is the average activation energy for silicate mineral weathering, here taken to be 77 kJ mol\(^{-1}\) (Velbel, 1993; White and Blum, 1995), \( R \) is the gas constant, \( T \) is the temperature (in K) and \( T_0 \) is a reference temperature (in K) usually assumed to be 5 °C. Such temperature dependence is regularly seen in weathering systems (White and Blum, 1995; Egli et al., 2003; Dixon et al., 2009; Williams et al., 2010). A more complete model would include the entire soil water flux including precipitation, evapotranspiration, and infiltration rates (Vologobuyev, 1974). However, the actual soil and groundwater fluxes are often unknown. We, therefore, use annual precipitation as a proxy for the total water potentially available for weathering.

Substituting Eqs. (4) and (7) into Eq. (3) gives the change in regolith depth with time as a function of temperature, precipitation, and denudation for the exponential function:

\[
\frac{dH}{dt} = a_0 P e^{\frac{\alpha}{h_o} \left( \frac{1}{T} - \frac{1}{T_0} \right)} e^{-\alpha h} - D.
\]

The climate-denudation dependent hump-shaped regolith production function results from substituting Eqs. (5) to (7) into Eq. (3).

\[
\frac{dH}{dt} = a_0 P e^{\frac{\alpha}{h_o} \left( \frac{1}{T} - \frac{1}{T_0} \right)} e^{-\alpha h} - D \quad \text{for} \quad H > 0.6 h_o
\]

\[
\frac{dH}{dt} = 0.9 a_0 P e^{\frac{\alpha}{h_o} \left( \frac{1}{T} - \frac{1}{T_0} \right)} \frac{H}{h_o} - D \quad \text{for} \quad H \leq 0.6 h_o.
\]
in the exponential case, and:

\[
H = -h_0 \ln \left( \frac{D}{a_0 Pe^{a_0 \alpha / \beta}} \right) \quad \text{for } H > 0.6h_0 \\
H = \frac{h_0 D}{0.9a_0 Pe^{-a_0 / \beta}} \quad \text{for } H \leq 0.6h_0
\]

for the hump-shaped function.

The model requires an estimate of \(a_0\) that scales \(P\) to the soil production function, and \(\alpha\) that is a rate constant for the soil production function. We proceeded using data from Riebe et al. (2001, 2004), discounting all denudation rates and regolith depths which were averaged or estimated, and those from the Rio Pisco, Peru, to calibrate the model.

3. Results

3.1. Model calibration and misfits

The resulting best fit for the data gives \(a_0 = 0.42\) and \(\alpha = 3 \text{ m}^{-1}\) \((R^2 = 0.78, p < 0.05; \text{Fig. 1})\) for temperature in K, precipitation in mm, denudation and regolith production rates in t km\(^{-2}\) yr\(^{-1}\) and depth in m. Denudation and production rates are consistently converted to linear units (m Myr\(^{-1}\)) using 1600 and 2700 kg m\(^{-3}\) for regolith and bedrock densities, respectively. Significant correlations can be obtained for the test data when \(a_0\) ranges from ~0.1 to 1 for \(\alpha\) values from ~1.4 to 4 m\(^{-1}\) (Fig. 1).

This model performs well when compared with the EEMT model of Pelletier and Rasmussen (2009). The climate-dependent weathering model outperforms the EEMT model most noticeably at low soil production rates (Fig. 2). We note that the EEMT model does an excellent job of predicting erosion rates based on the Riebe et al.’s (2004) dataset. Residuals of the modelled \(SPR_{\text{max}}\) also provide some insight into model performance (Fig. 3). While misfits are occasionally large for the silicate weathering model presented here, they are typically randomly distributed across changes in temperature (Fig. 3a), precipitation (Fig. 3b), soil depth (Fig. 3c), and denudation rate (Fig. 3d). This suggests that there is no major bias in the model. However, the model does tend to underfit \(SPR\) at high soil depths and high denudation rates. The later tends to support the findings of Heimsath et al. (2012) that \(SPR_{\text{max}}\) may increase with increasing erosion rates. Gradients in the misfits are apparent in the EEMT model. The model tends to underfit at low

Fig. 3. Model misfits for a) temperature, b) precipitation, c) soil depth, and d) denudation rates. For the EEMT model, gradients are apparent for both temperature and precipitation as well as soil depth. For the silicate weathering model, misfits tend to be randomly distributed. In the case of the Rio Pisco data, both models predict lower \(SPR_{\text{max}}\) at higher denudation rates. This may be explained if \(SPR_{\text{max}}\) is denudation rate dependent (i.e., Heimsath et al., 2012).

Fig. 4. Approach to steady state for a) 10-fold increase (black line) and decrease (light grey line) of denudation rate from average values (medium grey line), b) 5-fold increase (black line) and decrease (light grey line) of precipitation rate from average values (medium grey line), and c) 2-fold increase (black line) and decrease (light grey line) from average values (medium grey line). Changes which result in soil reduction (i.e., increased denudation or decreased precipitation or temperature) are associated with shorter response times than the opposite changes.
temperatures, high precipitation and high soil depths. However, the dearth of data at high soil depths makes this relationship less robust.

3.2. Climatic and erosional controls on soil production

We first present the results of sensitivity analyses. We use the erosion rate (11 mm ky$^{-1}$), precipitation rate (800 mm yr$^{-1}$), and mean temperature (6 °C) from the plateau of the Rio Pisco, Peru, as standard values for these tests. Note that for the left hand side of the hump-shaped function, an initial regolith depth of 0.1 m was applied throughout the time transgressive runs, e.g., using Eqs. (8) to (10) in all other cases, and the initial soil depth was 0. The first test is the effect of a 2-fold increase or decrease of the standard values (Fig. 4). As predicted by theory and existing data (Cox, 1980; Dietrich et al., 1995; Heimsath et al., 1997), steady state regolith thickness increases with decreasing erosion rate, and vice versa (Fig. 4a). The scenario is opposite for precipitation, with regolith becoming thicker with increasing precipitation rate (Fig. 4b). The result at steady state of doubling denudation rate in our model is equivalent to halving the precipitation rate. Interestingly, however, the approach to steady state for these changes is different (Figs. 4 and 5). The response time for a doubling of erosion rate is much shorter than for the equivalent decrease in precipitation rate.

3.3. Response times

We define the response time of the weathering system as the time required to reach 99% of the steady-state regolith thickness, determined iteratively using Eqs. (8) to (10). Variations in both precipitation and denudation result in changes in the response time of the system (Fig. 5). Increased rates are associated with shorter response times and vice versa. For the case of the exponential function (Fig. 5b, d), a 10-fold increase in denudation rate is associated with an approximately 10-fold decrease in response time (Fig. 5b). Precipitation has a much smaller influence on response time, such that a 10-fold increase in precipitation rate results in an approximately 0.01-fold change in response time (Fig. 5d). For both situations, these relationships hold only up to a threshold, beyond which response times fall to 0. This occurs when the regolith production rate becomes slower than the denudation rate. The definition of response time breaks down at this point as regolith has disappeared from the hillslope. This threshold occurs at high denudation rates and low precipitation rates. Because of this, there is a maximum possible response time with respect to precipitation rate, whereas for denudation rates, the already decreasing response times fall even more rapidly. The hump-shaped function results in slightly lower response times than the exponential model (Fig. 5a, c). The peaks in Fig. 5a, c are due to the effect of the linear portion of the hump-shaped model which increases the response time as the production rate approaches the denudation rate.

3.4. Limits on regolith thickness

Steady state regolith thickness (Eqs. (11) to (13)) exhibits a threshold related to the system response time described above. As denudation rates increase for a given precipitation rate (Fig. 6b), regolith thickness decreases, rapidly approaching zero at a threshold denudation rate. This threshold is higher for higher precipitation rates, which is related to the faster regolith production and longer residence times, where residence time is defined as $H / (dH/dt)$ associated with more precipitation (e.g., Fig. 7b). For the left hand side of the hump-shaped production function, steady state regolith first thickens with increasing denudation.
rates (Fig. 6a). This is due to the steady state assumption and the positive feedback between production rate and thickness. In general, the hump-shaped production function results in thinner regolith as reported by Pelletier and Rasmussen (2009). Residence times decrease as regolith thins, reaching zero as the cover disappears (Figs. 6 and 7). We also note that these thresholds on regolith sustainability will occur at higher denudation rates if the maximum soil production rate \(SP_{\text{max}}\) is also dependent on erosion (Heimsath et al., 2012). To date, no data exist to suggest whether these thresholds will be uniformly shifted or if there is a climate dependence on maximum production rates as well.

4. Discussion

The responses seen here are best considered in the framework of weathering limits. Much of the recent chemical weathering research has focused on the concept of threshold conditions (West et al., 2005; Hren et al., 2007; Dixon et al., 2009; Gabet and Mudd, 2009; Lebedeva et al., 2010; Norton and von Blanckenburg, 2010). In the supply-limited case, the regolith has a long residence time in the weathering zone, and all weatherable materials are consumed (Fig. 7). This is typically associated with thick cover and slow denudation rates. Here, we also note that faster reaction kinetics (through higher temperatures and precipitation rates) can also help push weathering into this state (Fig. 6). Kinetically-limited weathering on the other hand has residence times which are short compared to reaction rates (Fig. 7). Some easily weathered minerals (e.g., biotite and plagioclase feldspar) make it through the entire soil column without being completely reacted. This situation is associated with thin cover and rapid denudation rates, or likewise, sub-optimum climatic conditions (Fig. 6). A supply limit to weathering explains similar regolith thicknesses at low denudation rates, over a large range of precipitation rates (Fig. 5). In this case, the movement of fresh rock into the weathering zone is much slower than weathering rates such that residence times are very long. Long residence times, as found for supply-limited weathering, result in long response times to climatic or denudation changes. As residence times decrease, the weathering approaches a kinetic limit, and in the extreme case, weathered regolith is removed completely.

Response times decrease for both increasing denudation and precipitation rates. There is, however, a threshold for both cases, which lies towards faster denudation rates and less precipitation. This threshold is also related to the kinetic limit for rock weathering. Faster denudation rates always result in shorter response times, but a maximum response time exists for changes in precipitation rate (Fig. 5). If the denudation rate is held constant, system response time increases with decreasing precipitation rate (due to slower regolith production rates) until the regolith production rate falls below the denudation rate, at which point weathered regolith disappears completely. An additional complication, recently suggested by Heimsath et al. (2012) is that the maximum regolith production rate may also be dependent on erosion rates such that faster erosion rates yield faster production rates. We do not include erosion in our formulation of maximum regolith production, but note that such a relationship would lead to enhanced regolith thickness in the fastest eroding landscapes, but have little effect in more moderate landscapes.

Fig. 6. Variation in steady state soil thickness predicted for variable denudation rates with a given precipitation rate (a and b) and variable precipitation rates with a given denudation rate (c and d). More annual precipitation (4000 and 8000 mm) is designated with darker lines while less annual precipitation (80 and 400 mm) is designated with lighter lines. Likewise, faster erosion (55 and 110 mm yr\(^{-1}\)) is designated with darker lines, and slower erosion (1.1 and 5.5 mm yr\(^{-1}\)) is designated with lighter lines. Hump shaped solutions are shown on the left and exponential on the right. The approximate boundaries for supply and kinetically-limited weathering are indicated.
5. Conclusion

Increasing pressures on global soils require a greater understanding of the processes by which weathered regolith is produced and eroded. An ultimate goal of such research would be a predictive model of soil sustainability under natural forcing parameters. To calibrate such a model, we need more information on the effects of both climate and erosion on weathered regolith production rates. Simple models as presented here can help guide such studies. If one is searching for climate imprints on regolith thickness, it is necessary to go to regions of slow denudation. In turn, denudational controls on regolith thickness can only be determined where production rates are faster than the hillslope denudation rate, so that regions of high precipitation rates and temperature offer the best possibility for defining empirical relationships between denudation and regolith thickness.
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